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Modern science Is computational

Modern science is increasingly computational.
e Particularly in genomics, where experiments have multiple computational steps.
 Domain problems have in turn lead to algorithmic advances.

More domain experts are relying on computational tools.

Machine learning can help these scientists find better results.



Key problem in bioinformatics

Going to focus the transcript assembly problem
* Used to reconstruct the expressed transcripts in a sample.
* Helps in disease studies to find differences between conditions.
* One gene has multiple transcripts, each serving a different purpose.



Transcript assembly (TA)

Given

» a set of RNA-seq reads aligned to a reference genome
reference genome, and —

e a set of thresholds for transcript -
construction

find:

* a set of constructed transcripts that I _ _
explains the reads.




Bioinformatics software

TA and many other fundamental problems in bioinformatics are difficult.
» Many are computationally inefficient to solve exactly.
 Many tools developed for these problems.
 Each tool has many parameters whose values have an impact on the output.



Tunable parameters

Perform dual-phase, mapping-based estimation of

transcript abundance from RNA-seq reads

salmon quant options:

basic options:
--version ]
--help ]
--index ] arg

--unmatedReads ] arg

[
[
[

-1 [ --1ibType ] arg
[
[ --matesl ] arg
[

--mates2 ] arg
-o [ --output ] arg
--discardOrphansQuasi

--allowOrphansFMD

--segBias
--gcBias
-p [ --threads ] arg
--incompatPrior arg

-g [ --geneMap ] arg

-z [ --writeMappings ] [=arg(=-)]

— matra

print version string

produce help message

Salmon index

Format string describing the library type

List of files containing unmated reads of (e.g. single-end reads)

File containing the #1 mates

File containing the #2 mates

Output quantification file.

[Quasi-mapping mode only] : Discard orphan mappings in quasi-mapping mode. If this flag is passed then only paired mappings
will be considered toward quantification estimates. The default Dbehavior is to consider orphan mappings if no valid paired
mappings exist. This flag is independent of the option to write the orphaned mappings to file (--writeOrphanLinks).
[FMD-mapping mode only] : Consider orphaned reads as valid hits when performing lightweight-alignment. This option will
increase sensitivity (allow more reads to map and more transcripts to be detected), but may decrease specificity as orphaned
alignments are more likely to be spurious.

Perform sequence-specific bias correction.

[beta for single-end reads] Perform fragment GC bias correction

The number of threads to use concurrently.

This option sets the prior probability that an alignment that disagrees with the specified library type (--1ibType) results
from the true fragment origin. Setting this to O specifies that alignments that disagree with the 1library type should be
"impossible", while setting it to 1 says that alignments that disagree with the 1library type are no less likely than those
that do

File containing a mapping of transcripts to genes. If this file is provided Salmon will output both quant.sf and
quant.genes.sf files, where the latter contains aggregated gene-level abundance estimates. The transcript to gene mapping
should be provided as either a GTF file, or a in a simple tab-delimited format where each line contains the name of a
transcript and the gene to which it belongs separated by a tab. The extension of the file is used to determine how the file
should be parsed. Files ending in '.gtf', '.gff' or '.gff3' are assumed to be in GTF format; files with any other extension
are assumed to be in the simple format. In GTF / GFF format, the "transcript_id" is assumed to contain the transcript
identifier and the 'gene_id" is assumed to contain the corresponding gene identifier.

If this option is provided, then the quasi-mapping results will be written out in SAM-compatible format. By default, output
will be directed to stdout, but an alternative file name can be provided instead.
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Tunable parameters
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Question: (Closed) Questions about Salmon

Hello All! | had some questions involving alignment based v alignment free mapping done by Salmon as well as ‘
some other general questions pertaining specifically to our experiments. Please excuse any perceived ignorance \! !
as I'm more of a molecular than computation biologist and
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1. If one will probably map the reads in order to visual
alignment based mapping so that Salmon agrees

2. Our experiments involve looking at ribosome profili
read counts. We also have the corresponding RNA
one/both data sets? My idea was to not use either
ribosome profiling data set.

3. Could someone provide a better explanation for fld

changing the default settings be more useful? | had

Question: Salmon libtype - Does it matter?

Hi,

| was wondering what happens if you have the libtype wrong for Salmon? Or why it requires
wasn't sure if the first read of my paired-end reads was forward (ISF) or reverse (ISR), so | r
1 the mapping efficiencies were identical between the runs.

Question: Salmon unmapped reads

Thanks, Matt

m.n" Welcome to Biostar!
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ave some samples with low mapping in Salmon (40% and less) that have higher alignments in Tophat, and “"‘

salmon | alignment | ° _
g ing to troubleshoot.

ADD COMMENT KB [[sL 4

icked some of the unmapped reads (from writeunmapped salmon parameter) and Blat them to human.
12 weeks ago by
Sharon - 150

pme have 2 or more matches with identity 99% to 100% And some have many many matches, | need to scroll
2 page down too much. Many of these matches are 100% and some range between 85% to 100% identity.

. S Apping, but couldn’t
Hello! | am having some trouble figuring out how to use Salmon. | have around 30 different samples which | IOW ma ppl ng rate *

trimmed using bbmap then aligned them using STAR. | have all of the BAM files from this alignment. Should | atasub opened this issue on Oct 6, 2017 - 7 comments

Question: RNA-Seq analysis using STAR and Salmon

fnn\""‘ Welcome to Biostar!

ﬂttti
wWBiostars ° : °
t*';,: ~1 . “ |

44 TS Exml AN Community Log In Sign Up atasub commented on Oct 6, 2017 « edited by rob-p ~

| recently ran Salmon by quasi-mapping-based mode and when | checked the salmon_quant.log file,

Question: Salmon: Optimal k-mer size (for indexing) for RNA-seq data alignment using reference saw that mapping rate was around ~%65-68 for all of the samples. Do you have any suggestions to
genome o improve the mapping rate? | used "--libType A" to to infer the library type info and got a warning that
"Greater than 5% of the fragments disagreed with the provided library typ", but | guess this is not an
Dear all, ';" N issue. This is an example for one of the "lib_format_counts.json" files:
ttti
| am using salmon to evaluate how the L.donovani gene expression varies in the two diffe t T t ﬁ’: B I o S G rs ,
(promastigotes and amastigotes). For that | downloaded two RNA-seq data from SRA ang \}3’: g,’f BIOINFORMATICS EXPLAINED Community Login ign Up
1 reference L.donovani coding sequence coding sequences (CDS)
In order to quantify gene expression with salmon | have to index the CDS using a specific 7

salmon manual they use a 31-mer for 75bp reads. My question is whether is reasonable 1 Question: Salmon very low mapping
value i.e. 0,413reads length or if there's any other advisable value. | heard that some peo,
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Tunable parameters

Most users rely on the default

Default Parameter Vector
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The default parameter choices miss two transcripts

that are supported by the data and in the reference transcriptome.




Tunable parameters

It's not just a problem in computational biology!
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ParamILS: An Automatic Algorithm Configuration Framework
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Invited paper

Parameter tuning for configuring and analyzing evolutionary algorithms

A.E. Eiben*, S.K. Smit'

Department of Computer Science, Vrije Universiteit Amsterdam De Boeleloan 1081a 1081 HV, Amsterdam, Netheriands

ARTICLE INFO ABSTRACT




Automated bioinformatician

Almost all pieces of scientific software have tunable parameters.

* Their settings can greatly impact the quality of output.
e Default parameters are best on average but may be bad in general.
* Mis-configuration can lead to missed or incorrect conclusions.

Can we remove parameter choice
as a source of error
in transcriptome analysis?

10



Advising paradigms

A priori advising looks at the input to make parameter decisions.
* Needs to know about the algorithm.
* Analyzes features of the particular instance.

A posteriori advising looks at program outputs to make parameter decisions.
 Has access to more information.
* Does not need to know anything about the parameters functions.

11



Automated bioinformatician

The goal is to find the parameter choice for a given input.

Aligned
RNA-seq
Reads

Scallop

parameter
choice

12



A posteriori advising

In machine learning, this is the hyper-parameter tuning problem.
e coordinate ascent
* simulated annealing
* bayesian inference
* etcC.

Issue is that running time is increased greatly.
* The application needs to be run multiple times.
* Those instances need to be (somewhat) sequential.

13



Parameter advising framework

Steps of advising:
 An advisor set of parameter choice vectors is used to obtain candidates.

e Solutions are ranked based on the accuracy estimation.
* The highest ranked candidate is returned.

Parameter Advisor

| ™ acowaey |
estimator candidate solution
solution

labelled

advisor alternate
- altel’n ate Advising
set solutions , for Mulfiple
1LIO)[ | Sequence

Parameter

(o:33

[DeBlasio and Kececioglu, Springer International, 2017] 14



Parameter advising framework

Steps of advising:
 An advisor set of parameter choice vectors is used to obtain candidates.
e Solutions are ranked based on the accuracy estimation.
* The highest ranked candidate is returned.

output

input
P solution

mt Parameter

= Advising
for Multiple
Sequence
Alignment

i5CBS

[DeBlasio and Kececioglu, Springer International, 2017] 15



Multiple sequence alignment

A fundamental problem in bioinformatics.
 NP-Complete
 many popular aligners
* many parameters whose values affect the output
* no standard metric for measuring accuracy without ground truth

Input Sequences Aligned Sequences
AGTPNGNP A-GT-PNGNP
AGPGNP A-G--P-GNP
AGTTPNGNP A-GTTPNGNP
CGTPNP -CGT=-PN—-=P
ACGTUNGNP ACGT-UNGNP

[DeBlasio and Kececioglu, Springer International, 2017] 16



Parameter advising framework

Steps of advising:
 An advisor set of parameter choice vectors is used to obtain candidates.
e Solutions are ranked based on the accuracy estimation.

* The highest ranked candidate is returned.
Parameter Advisor

|— | ™ acouracy

input : candidate : ac!wsor : _ : output

solutions estimator candidate solution
solution

H (P1,P2,...,P18) '

Facet abelled =
advisor alternate (Feature-based apelle o

set solutions ACuracy EsTimator) alternate ™ Advising

Exhaustive
Enumeration

_ for Multiple
Sequence
solutions Alignment

KCBS==

[DeBlasio and Kececioglu, Springer International, 2017] 1/



Parameter advising

Increases accuracy for multiple sequence alignment by

 choosing a parameter choice for each input and
* accuracy increases with advisor set size, but

* S0 does the resource reguirement.
60%

S, 59%
S 58%
p S8

3 57%

O 56%
<
Q 55%

% 54%
-

D 539
S 53%

< 509, Default

1 Dan DeBlasio - John Kececioglu

Parameter

for Multiple
Sequence
Alignment

91%

1 3 5] 9 11 13 15 17 19 21 23 25

Adwsor Set Cardinality st
[DeBlasio and Kececioglu, Springer Internatlonal 2017118




Parameter advising framework

Components of an advisor:
* An advisor set of parameter choice vectors.
 An advisor estimator to rank solutions.

advisor ”\ utout
estimator : candidate . solution
solution

labelled
alternate ——

advisor
set

altel’n ate r Advising
for Multiple

SOIUtionS I : NEE
SO Ut|OnS Alignment

KCBS==

[DeBlasio and Kececioglu, Springer International, 2017] 19



Parameter advising framework

Components of an advisor: |
. _ A good advisor set:
* An advisor set of parameter choice vectors. e Smal

. . . e Representative
e An advisor estimator to rank solutions. P

- e
advisor y 5 @ output

estimator |~ candidate
solution

solution

labelled

D DeBisio- John Keceigl
altern ate Parameter

advisor
> . altel’n ate = Advising
solutions

set

_ for Multiple
Sequence
solutions Alignment

KCBS==

[DeBlasio and Kececioglu, Springer International, 2017] 20



Parameter advising framework

Components of an advisor:
 An advisor set of parameter choice vectors.
* An advisor estimator to rank solutions.

|

output
solution

candidate
solution

labelled

Dan DeBlasio - John Kececioglu
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. altern ate Advising
solutions
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Transcript assembly

For the human genome there is a reference transcriptome.
e Contains a large set of biologically verified transcripts.
* More than will be seen In a single experiment.
* Missing novel transcripts for any given experiment.

Area Under the Curve (AUC) can be calculated using the reference transcriptome.
* Map assembled transcripts to the reference.
* Threshold the quality score from the assembler
to get precision/sensitivity.
« Commonly used to compare assembler quality.

Area Under
the Curve

Precision

Sensitivity

22



Scallop advising

Cannot test all combinations of
parameter values.

* Tested the behavior of each
parameter In isolation.

 Each parameter had a single global
maximum on the large regions tested.

* [n general, we did not see non-global
local maxima.

600

550

450

400 600
Parameter Value

Better |

800

1000

23



Scallop advising

Parameter curve smoothness means

e coordinate ascent will work well

* but is slow since Scallop’s running
time Is significant.

650
600
O
= 550
500

450

0

500 1000 1500 2000
Scallop Instantiations

2500
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Finding an advisor set

We can use coordinate ascent to find optimal parameter vectors.
* Training samples should cover the range of expected input.
» Settings are found for all 18 tunable parameters.
» Collection of produced vectors is advisor set.
* The set is precomputed and doesn't impact the advising time.

AN .
aining Coordinate
example Ascent

AN ||

. Coordinate (P1,P2,. -, P1s)
training
example Ascent |
advisor
: set
AN

Coordinate

training

example Ascent

25



Scallop advising

B Coordinate Ascent
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Scallop advising

65 ENCODE dataset

 all of the alighed RNA-seqg
experiments from ENCODE

e aligned using a variety of aligners

* using either the current or legacy
reference genome

e stands in for the performance of
advising on generic input
e average 25.7% increase in AUC

1.2

Advising Ratio
=
W

e
Q =

©
©

100 200 300 400 500 600 700 800
Default AUC
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Scallop advising

SRA dataset

e all 1595 RNA-Seqg experiments from
the SRA

 aligned using STAR to the same
reference genome

e represents performance of advising in
a high-throughput experiment

* average of 38.2% increase in AUC

Advising Ratio

W
©

N N
o )

=
W

200

400 600
Default AUC

800

1000
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Advisor sub-sets

31 parameters may be too many to run in parallel

* parameter subsets were found using the oracle set method for advising
* parameters are meant to cover the range of inputs

A point represents:
® a training example, and
® |t's parameter vector

cle,p) =AU C(Scallapp(e)(e)) — AU C(Scallapp(e)) 29

[DeBlasio and Kececioglu, Springer International, 2017]



Advisor sub-sets

31 parameters may be too many to run in parallel

* parameter subsets were found using the oracle set method for advising
* parameters are meant to cover the range of inputs

cle,p) =AU C(Scallopp(e)(e)) — AU C(Scallapp(e)) 30



Advisor sub-sets

31 parameters may be too many to run in parallel

* parameter subsets were found using the oracle set method for advising
* parameters are meant to cover the range of inputs

?

/
\ Find S C{l..n},|S|=k

/ To minimize E migl C(Eia Pj)
sl AS
(

o

cle,p) =AU C(Scallopp(e)(e)) — AU C(Scallapp(e)) 3



Advisor sub-sets

31 parameters may be too Table Parameter vector subsets

many to run in parallel Subset size
t hset Experiment/Aligner 1 2 4 8
parame e.r SUDSELS WETS SRR545723/TopHat X X X
found using thg qracle set SRR534291/TopHat %
method for advising SRR387661/TopHat X
» parameters are meant to g&ggg;‘ggz TOgHa'Z X .
. HISAT

cover the range of inputs SRR545605/H IS AT X
SRR534307/HISAT X X

SRR307911/STAR X
SRR315334/STAR X
SRR534319/STAR X
SRR534307/STAR X X




Advisor sub-sets

31 parameters may be too
many to run in parallel

e parameter subsets were
found using the oracle set
method for advising

e parameters are meant to
cover the range of inputs

Not all parameters are used
when available

Table ENCODEG65 Parameter Use
Subset size

Experiment/Aligner 31 8 4 2
SRR545723/TopHat 0 10.8%  38.5%
SRR534291/TopHat | 3.1%  33.8%
SRR387661/TopHat 0 92.3%
SRR534307/TopHat 0 7.7%
SRR315323/TopHat | 21.5%
SRR307903/TopHat 7.7%
SRR315334/TopHat | 4.6%
SRR534319/TopHat | 1.5%
SRR387661/HISAT 7.7%  10.8%
SRR545695/HISAT 0 0
SRR534307/HISAT 0 0 0
SRR534319/HISAT 1.5%
SRR307911/STAR 0 61.5%
SRR315334/STAR 4.6%  44.6%
SRR534307/STAR 0 0 0
SRR534319/STAR 0 0
SRR534291/STAR 47.7%

33



StringTie advising
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StringTie advising

1.5
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700

e all aligned RNA-seq
from ENCODE

e variety of aligners

e example of
performance in general
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AUC vs other metrics

Reference Transcriptome

Sequencing Reads

Mapped Reads
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AUC vs other metrics

Ground Truth Transcriptome

Reads
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AUC vs other metrics

Ground Truth Transcriptome

"Reference" Transcriptome

Reads
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AUC vs other metrics

AUC penalizes all transcripts 5160%
| Q Bl whole AUC
that don't map to the reference 8120 | W partial AUC
. @ Transrat
e simulated data where we S 5% 4 @ reads
m ]
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>
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o ©
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AUC is the only tested method to increase recovery when optimized 39



Summary

Parameter advising increases AUC for transcript assembly.

* Coordinate ascent is a novel method for advisor set construction.
* Advisor subsets can be used to reduce the resource requirements.
* Improvements are seen for both Scallop and StringTie.

 AUC is currently the best optimization metric.
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Extensions

Taking inspiration from methods used previously

* Transcript-level advising
* Meta-assembly

4
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